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Abstract

We describe a system that learns from examples to recognize people in images taken
indoors. Images of people are represented by color-based and shape-based features.
Recognition is carried out through combinations of Support Vector Machine classi-
�ers (SVMs). Di�erent types of multiclass strategies based on SVMs are explored
and compared to k-Nearest Neighbors classi�ers (kNNs). The system works in real
time and shows high performance rates for people recognition throughout one day.
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1 Introduction

Digital video cameras and computers have come into wide use recently but visual surveillance for
security is still mainly performed by human observers. Automatic visual surveillance systems
could play an important role in supporting and eventually replacing human observers. To
become practical these systems should be able to distinguish people from other objects and
to recognize individual persons with a su�cient degree of reliability, depending on the speci�c
application and security level.

The development of automatic visual surveillance systems can now leverage techniques
for detecting and recognizing people that have been developed recently: pedestrian detection
[1, 2], face detection [3, 4, 5], face recognition [6, 7], and motion detection [8, 9]. In general,
the unconstrained task of people recognition still presents a number of di�cult challenges due
to the similarity of people images, pose variations, change of clothes, di�erent illumination and
background conditions.

In our experiments we de�ned a suitably restricted task of recognizing members of our Lab
(up to about 20) while they were using a co�ee machine located in the Lab's main o�ce. The
camera was located in front of the co�ee machine at a distance of about 15 feet; background
and lighting were almost invariant. Recognition was based on the assumption that the same
person was going to have the same general appearance (clothes) during the day. The recorded
images were distributed to multiple computers that performed the recognition in real-time.

In our group, SVMs have been successfully applied to various two-class problems, such as
pedestrian and face detection [1, 10, 11]. Recently several methods have been proposed in
order to expand the application �eld of SVMs to multi-class problems [12, 13, 14]. In this
paper, we used these methods to recognize people with multi-class SVMs. The experiments
show high recognition rates indicating the relevance of our system for the development of more
sophisticated indoor surveillance applications.

The paper is organized as follows. Section 2 presents the system outline. Section 3 describes
the experimental results for people recognition. Section 4 summarizes our work and presents
our future research.

2 System Outline

The system consists of two modules: Image pre-processing and people recognition. Figure 1
shows an outline of the system. Each image from the camera is forwarded to the pre-processing
module. The results of the pre-processing and the recognition modules are visualized on a
display. Each module works independently on several computers connected through a network.

2.1 Pre-Processing

The pre-processing module consists of two parts: detection of moving persons and extraction
of image features.

2.1.1 Person Detection

The system uses two steps to detect a moving person in an image sequence. The �rst step,
known as background subtraction, computes the di�erence between the current image and the
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Figure 1: Outline of the system.

a: b:

Figure 2: An example of moving person detection.

background image. The background image is calculated over the k most recent images1 of the
sequence. The result of background subtraction usually includes a lot of noise. For this reason
we added a second step which extracts the silhouette of the moving person using edge detection
methods. Figure 2-a shows an image from the sequence and Figure 2-b shows the combined
result of the two steps.

2.1.2 Feature Extraction

Once the person has been detected and extracted from the background, we calculate di�erent
types of image features:

1. RGB Color Histogram

The system calculates one dimensional color histogram with 32 bins for each color channel.
The total number of extracted features is 96 (32� 3) for a single image.

2. Normalized Color Histograms

The system calculates two dimensional normalized color histograms; r = R=(R+G+B),
g = G=(R+G+B). Again, we chose 32 bins for each color channel. Overall, the system
extracts 1024 (32� 32) features from a single image.

1In our experiments we chose k = 3.
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Figure 3: Shape Patterns.

3. RGB Color Histogram + Shape Histogram

We calculate simple shape features of people by counting pixels along rows and columns
of the extracted body images. We chose a resolution of 10 bins for column histograms
and 30 bins for row histograms. The total number of extracted features is 136, 32� 3 for
the RGB histograms and 10 + 30 for the shape histograms.

4. Local Shape Features

Local features of an image are obtained by convolving the local shape patterns shown
in Figure 3. These patterns have been introduced in [15] for position invariant person
detection. Let M i; i = 1; : : : ; 25, be the patterns in Figure 3 and Vk the 3 � 3 patch at
pixel k in an image. We consider two di�erent types of convolution operations. The �rst
is the linear convolution given by

P
k M

i � Vk, where the sum is on the image pixels. The
second is a non-linear convolution given by Fi =

P
k C(k;i), where

C(k;i) =

(
Vk �M

i : if Vk �M
i = maxj(Vk �M

j)
0 : otherwise:

The system uses the simple convolution from the pattern 1 to 5 and the non-linear con-
volution from the pattern 6 to 25. The non-linear convolution mainly extracts edges and
has been inspired by recent work in the �eld of brain models [16]. The shape features
are extracted for each of the following color channels separately : R+G�B, R�G and
R + G. This color model has been suggested by physiological studies [17]. The system
extracts 75 (25� 3) features from the three color channels.

2.2 Recognition

Our recognition system is based on linear SVMs. Briey, a linear SVM [13, 18] �nds the
hyperplane w � x + b which best separates two classes. The w is the weight vector, the x is
the vector of features, and b is a constant. This hyperplane maximizes the distance or margin
between the two classes. The margin, equal to 2kwk�1, is an important geometrical quantity
because it provides an estimate of the similarity of the two classes and can play a very important
role in designing the multi-class classi�er.
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a: A Top� down decision graph: b: A Bottom� up decision tree:

c. One-vs-all type.

Figure 4: Multi-class of SVMs.

To deal with multi-class problems, we used three types of combinations of linear SVMs2: the
top-down decision graph recently proposed in [12], the bottom-up decision tree described in [13]
and the one-vs-all type classi�ers [14]. These methods are illustrated in Figure 4-a,b,c for the
case of four classes. Each node in the decision graph in Figure 4-a represents an SVM classi�er.
Classi�cation of an input vector starts from the root node of the graph and follows the decision
path along the graph. For example, if the A/D SVM in the root node of Figure 4-a classi�es the
input as belonging to class A, the node is exited via the left edge. Notice that the classi�cation
result depends on the initial position of each class in the graph, as each node can be associated
with di�erent pairs of classes. A possible heuristic to achieve high classi�cation performance
consists of selecting the SVMs with the largest margin in the top nodes of the graph. In the
bottom-up decision tree of Figure 4-b, there are 2 nodes in the bottom layer and one node
in the second layer. To classify an input vector, the A/B and C/D SVM classi�ers in the
bottom nodes are evaluated. In the top node, the SVM trained to distinguish between the two
winning classes is evaluated. For example, if A and D win in the bottom layer, the A/D SVM
is evaluated in the top node. In the one-vs-all type technique, there is one classi�er associated
to each class. This classi�er is trained to separate this class from all remaining classes. A new
input vector is classi�ed in the class whose classi�er has the highest score among all classi�ers.
Figure 4-c shows an example for four classes. Note that at run time all three strategies require
the evaluation of n� 1 SVMs (n being the number of classes).

3 Experiments

In this section we report on two di�erent sets of experiments. In our experimental setup a color
camera recorded Lab members in our main o�ce while they were using a co�ee machine. The
camera was located in front of the co�ee machine at a distance of about 15 feet. Images were
recorded at a �xed focus, background and lighting were almost invariant.

2The same techniques can be applied to non-linear SVMs [18].
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a:Front b:Back c:Left d:Right

Figure 5: Examples of the four poses for one person.

a:Cpapa b:Chika c:Hiroe d:Bernd

Figure 6: Examples of the four people in the frontal pose.

In the �rst experiment, we evaluated the use of di�erent sets of image features and di�erent
types of classi�ers (multi-class SVMs and kNNs). The task in the �rst experiment was to
distinguish four di�erent people and to recognize their poses using recordings of one day. In
the second experiment, we chose the best features as determined in the �rst experiment and
increased the number of people to be recognized to eight and the time span of our recordings
to 16 days.

3.1 People Recognition and Pose Estimation

In this experiment the system was trained to recognize four people and to estimate their poses
(front, back, left and right). Training and test images were recorded during one day. Example
images of a person in four poses are shown in Figure 5; example images of the four people are
shown in Figure 6. We used 640 images to train the system, 40 for each person at each pose.
First, we trained a multi-class classi�er to recognize people. The training set contained 160
images per person, 40 per pose. Then, multi-class pose classi�ers were trained for each person
separately. To summarize, �ve multi-class classi�ers were trained, one for people recognition
and four for pose estimation. The system �rst recognized the person and then selected the
proper multi-class classi�er to determine the pose of the person.

Figure 7 shows an example of the output of the system for the four people in frontal pose.
The upper left corner shows the name of the recognized person, the lower left corner shows the
estimated pose. The white boxes in the center of the images are the results of the detection
module. Figure 8 shows a similar example for di�erent poses of the same person. Table 1
reports the test classi�cation rates for di�erent types of features and di�erent types of classi�ers
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Table 1: People recognition and pose estimation rates from the test set of the four people.
Features SVM k �NearestNeighbor

(dimension) TopDown Bot:; Up OneAll k = 1 k = 3 k = 5

RGB (96) 99:5 99:2 99:5 99:0 98:7 98:5
People NormalizedRG 100 100 100 100 100 100

Recognition (1024)
RGB+ 91:4 91:6 96:2 94:7 94:4 94:1

GlobalShape(136)
LocalShape (75) 99:5 99:5 97:5 88:3 85:0 84:8

RGB (96) 74:9 75:9 83:8 70:1 70:6 72:3
Pose NormalizedRG 86:5 86:3 87:8 85:5 85:8 86:0

Estimation (1024)
RGB+ 68:0 68:2 70:1 67:8 66:8 65:7

GlobalShape(136)
LocalShape (75) 84:5 84:3 84:0 82:0 82:7 82:0

including three versions of multi-class SVMs and a kNN classi�er3. The test set consisted of
418 images of the four people at all possible poses. For both tasks, people recognition and pose
estimation, the best results were obtained with normalized color features (1024 dimension). The
three types of SVM classi�ers showed similar recognition rates, which were slightly better than
the recognition rates achieved by kNN classi�ers. Note that recognition rates for poses are lower
than that for people. People can be easily distinguished based on their clothes. Pose estimation
is more di�cult because of the similarity between right/left poses and front/back poses. We
expected global shape features based on row and column histograms to be helpful for pose
estimation. However, the performance decreased when adding row and column histograms to
the input features. This is because of arm movements of people and varying distances between
people and camera that lead to signi�cant changes in the shape and size of the body silhouettes.
On the other hand, local shape features performed well for both: person recognition and pose
estimation.

3.2 Increasing the Data Set

In the second experiment we repeated the previous experiment on a data set containing images
of eight people recorded over several days. About 3500 images were recorded during 16 days.
From the 3500 images we selected 1127 images belonging to the eight most frequent users of
the co�ee machine. Some example images4 of these eight people are shown in Figure 9. The
images were represented by their normalized color histograms. We chose these features because
they showed the best performance in the �rst experiment.

We performed �ve di�erent sets of experiments where the system was trained to recognize
the eight people. In the �rst four experiments we used about 90%, 80%, 50%, and 20% of
the image database for training. The remaining images were used for testing. In the �fth

3In case of a tie, the system chose the class whose nearest neighbors had minimum average distance from
the input.

4More details about this data set can be found in Appendix A.
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a: Cpapa b: Chika

c: Hiroe d: Bernd

Figure 7: Examples of people recognition results.

a: Front b: Back

c: Left d: Right

Figure 8: Examples of pose estimation results.
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Table 2: Recognition rates for eight people. The classi�er was applied to 1024 normalized color
features.

1 : 9 1 : 5 1 : 1 5 : 1 NewDay
(test : training) (113 : 1014) (188 : 939) (564 : 563) (939 : 188)) (122 : 1005)

Top�Down 92:3 91:2 90:5 73:3 45:9
SVM Bottom� Up 90:6 91:7 90:6 66:1 45:9

One� All 87:2 90:6 85:9 84:6 49:2
One� All(Poly) 98:3 96:4 94:7 88:1 45:9

k = 1 92:9 92:0 92:7 85:1 53:3
kNN k = 3 92:9 92:0 92:2 81:3 50:0

k = 5 94:7 91:0 90:1 76:0 50:8

experiment the training set consisted of all images recorded during the �rst 15 days, the test
set included all images recorded during the last day.

Recognition rates are shown in Table 2. The system performed well when the training set
contained images from all 16 days (�rst four experiments). The recognition rate decreased to
about 50% when the system was tested on images recorded during a new day (last experi-
ment). This is because people wore di�erent clothes every day, so that the system was not
able to recognize them based on the color of their clothes only. Notice that this rate is still
considerably better than chance (12.5%). Overall kNN was slightly better than linear SVMs.
Preliminary tests with SVMs with second degree polynomial kernel showed a signi�cantly better
performance than kNN.

4 Conclusion and Future Work

We have presented a system that recognizes people in a constrained environment. People
recognition was performed by multi-class SVMs that were trained on color images of people.
The images were represented by di�erent sets of color and shape-based features. The recognition
rate of the system was about 90% for linear SVMs trained on normalized color histograms of
peoples' clothes. The high recognition result indicates the relevance of the presented method
for automatic daily surveillance in indoor environments. However, since the clothes of people
usually change every day we need to expand the capabilities of the system in order to recognize
people over multiple days. For this reason we plan to combine the system described here with
a face recognition system.
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PersonA PersonB

PersonC PersonD

PersonE PersonF

PersonG PersonH

Figure 9: Images of eight people recorded at di�erent days.
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Figure 10: Results examples of the sub-system.

A Data Sets of People Images

We recorded members of our Lab (up to about 20) while they were using a co�ee machine
located in the Lab's main o�ce. The system recorded the foreground and background images.
The system recorded about 3500 images during 16 days (May/1,2,3,4, April/10,12,13,19,24,
Mar/6,7,8,21,24,27,29 2000) and selected the images of the eight most frequent users of the
co�ee machine using clustering techniques. Example images of these eight people are shown
in Figure 9. Figure 10 shows a sequence of images which was recorded while one of the lab
members was using the co�ee machine. The complete database can be downloaded from the
CBCL Homepage.
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